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Abstract 

This research investigates the fine-tuning of large language models, specifically GPT-3, to enhance predictive text and other 

functionalities in Augmentative and Alternative Communication (AAC) systems for users with speech and language 

impairments. Through domain-adaptive pre-training and multi-task learning, the GPT-3 model was tailored to the linguistic needs 

of AAC users, resulting in significant improvements in perplexity, keystroke savings, and communication rate. User feedback 

highlighted the model's enhanced accuracy, ease of use, and overall satisfaction, underscoring its potential to reduce the cognitive 
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and physical effort associated with AAC communication. Despite challenges related to data scarcity, computational demands, and 

bias mitigation, the study demonstrates the promise of advanced language models in creating more personalized, efficient, and 

user-friendly AAC tools. The findings provide a foundation for future research aimed at further refining and expanding the 

capabilities of AAC technologies. 

Keywords: Augmentative and Alternative Communication (AAC); Fine-tuned GPT-3; Predictive text; Speech 
impairments: Language impairments; Accessibility technology; Natural language processing (NLP); Assistive 
technology; User experience (UX); Personalized communication 

1. Introduction

Communication is a fundamental human need, yet for individuals with speech and language impairments,
expressing themselves effectively can be challenging. Augmentative and Alternative Communication (AAC)
systems have been developed to aid these individuals, but traditional systems often fall short in providing a seamless
and efficient communication experience. The advent of Large Language Models (LLMs) like GPT-3 has opened
new possibilities for enhancing predictive text and other AAC functionalities, offering the potential to significantly
improve the quality of life for users with communication difficulties.

This research explores how fine-tuning a pre-trained language model, specifically GPT-3, can be leveraged to
improve the predictive text capabilities and overall effectiveness of AAC systems. By adapting these models to the
unique linguistic needs of AAC users, this study aims to create more personalized, efficient, and contextually
appropriate communication tools. The potential for such advancements to reduce cognitive and physical effort
during communication is of paramount importance, making this an area of significant interest for both academic
research and practical application.

1.2. Research Objectives 

The primary objective of this study is to investigate the following: 

● Model Adaptation: How can large language models like GPT-3 be fine-tuned to better serve the specific

needs of AAC users?

● Predictive Text Enhancement: What improvements in predictive text functionality can be achieved

through this fine-tuning?

● User-Centric Evaluation: How do these enhancements translate to real-world benefits for AAC users, in

terms of communication efficiency and user satisfaction?
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2. Literature Review

2.1. Early Approaches to AAC 
The development of Augmentative and Alternative Communication (AAC) systems initially relied on rule-
based methods and simple probabilistic models. These early systems, including n-gram models, were designed 
to generate predictive text suggestions based on the probability of word sequences. While these models were 
computationally efficient and relatively straightforward to implement, they suffered from significant 
limitations. Specifically, n-grams and similar approaches lacked the ability to understand context beyond a 
fixed window of preceding words, leading to predictions that were often inaccurate and irrelevant. This lack of 
contextual understanding frequently resulted in user frustration, as the suggestions provided by the system did 
not align with the user's intended communication. Moreover, these models were unable to learn from large 
datasets or improve over time, limiting their ability to adapt to the diverse and evolving needs of AAC users [1]. 

2.2. Neural Networks and AAC 
The introduction of neural networks marked a pivotal shift in the development of AAC technology. Recurrent 
Neural Networks (RNNs) and their variants, such as Long Short-Term Memory (LSTM) networks, were among 
the first to be applied in this domain. These models offered significant improvements over n-grams by capturing 
long-range dependencies in text, allowing for more contextually aware predictions. RNNs were capable of 
processing sequences of arbitrary length, making them better suited for the complex linguistic patterns often 
found in AAC use cases. However, despite these advancements, RNNs were not without their limitations. The 
sequential nature of RNNs meant that they were computationally intensive, particularly when processing long 
sequences. Additionally, their training process was slow, and they were prone to issues such as vanishing and 
exploding gradients. Furthermore, RNNs' reliance on sequential data processing limited their ability to leverage 
large-scale parallelism, making them less efficient than newer models. As a result, while RNNs represented a 
step forward, their application in AAC was constrained by these challenges, and the need for more sophisticated 
models became evident. 

2.3. The Rise of Transformer-Based Models 
The advent of transformer-based models, such as (Bidirectional Encoder Representations from Transformers) 
BERT and (Generative Pre-trained Transformer) GPT, represented a significant breakthrough in Natural 
Language Processing (NLP). These models, particularly when pre-trained on large text corpora, demonstrated 
state-of-the-art performance across various NLP tasks, including text generation, sentiment analysis, and 
machine translation. Transformers' key innovation lies in their ability to process text in parallel, rather than 
sequentially, allowing them to capture complex dependencies and relationships in data more efficiently. This 
capability is particularly advantageous in the context of AAC, where the ability to generate contextually 
appropriate and personalized text is crucial. Early efforts to integrate transformer models into AAC systems 
showed promising results. For instance, researchers fine-tuned BERT for phrase prediction tasks, achieving 
improved accuracy over traditional models. Similarly, GPT-2 was integrated into AAC devices for next-word 
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prediction, demonstrating the model's potential to enhance user communication. However, while these models 
offered significant improvements, they required substantial adaptation to meet the diverse and specialized needs 
of AAC users. The large size and complexity of transformer models also posed challenges related to 
computational efficiency and resource requirements, limiting their accessibility for some users and applications. 

2.4. Current Challenges in AAC 
Despite the progress made with transformer-based models, several challenges remain in applying these 
technologies to AAC. One of the most significant challenges is data scarcity. AAC-specific datasets are often 
limited in size and scope, particularly those that capture the nuanced linguistic patterns of individuals with 
speech and language impairments. This scarcity makes it difficult to fine-tune large language models 
effectively, as they require vast amounts of data to achieve optimal performance. Additionally, the issue of bias 
in language models is particularly concerning in the sensitive context of assistive communication. Biases 
present in the training data can lead to inappropriate, non-inclusive, or even harmful predictions, which could 
have serious implications for AAC users. Ensuring that these models are both accurate and equitable is a critical 
challenge that requires ongoing research and development. Furthermore, the high computational requirements 
of models like GPT-3 pose accessibility challenges. These models require significant processing power and 
memory, making them difficult to deploy in resource-constrained environments, such as low-income regions or 
on devices with limited computational capabilities. This limitation raises concerns about the equitable 
distribution of these technologies and their ability to reach all users who could benefit from them. 

2.5. Addressing Ethical Considerations 
As large language models become increasingly integrated into AAC systems, addressing ethical considerations 
becomes paramount. The potential for these models to generate biased or harmful content is a significant 
concern, particularly in assistive technologies where users may rely heavily on the system for daily 
communication. Mitigating bias and ensuring the safety of model outputs require comprehensive strategies, 
including diverse and representative training datasets, robust evaluation frameworks, and ongoing monitoring of 
model performance in real-world settings. Additionally, issues of privacy and data security are critical, as AAC 
systems often process sensitive personal information. Ensuring that these systems adhere to strict privacy 
standards and protect user data is essential to maintaining user trust and safeguarding vulnerable populations. 

2.6. Conclusion of Literature Review 
The literature underscores the transformative potential of large language models in AAC technologies, but it 
also highlights the need for targeted research to address the unique challenges of this field. While transformer-
based models like BERT and GPT have shown promise, their successful application in AAC requires careful 
consideration of data availability, computational efficiency, and ethical implications. This study builds on these 
foundations by fine-tuning GPT-3 to enhance its applicability to AAC, with a focus on improving predictive 
text, mitigating bias, and ensuring user safety and satisfaction. By addressing these challenges, this research 
aims to contribute to the development of more effective, equitable, and accessible AAC systems that can better 
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serve individuals with speech and language impairments [2]. 

3. Methodology

3.1. Model Selection 

For this research, we selected the GPT-3 language model as the primary model for fine-tuning and adaptation. GPT-
3, with its 175 billion parameters, has demonstrated robust few-shot learning capabilities and adaptability across 
various NLP tasks. Given its autoregressive nature and large-scale pre-training on a diverse corpus, GPT-3 is 
particularly suited for generating contextual and personalized text, which is critical for Augmentative and 
Alternative Communication (AAC) applications. Additionally, its availability via the OpenAI API allows for easy 
access and fine-tuning, making it an ideal choice for this research. 

Alongside GPT-3, we also considered BERT and RoBERTa models for comparison, focusing on their strengths in 
understanding and generating text based on masked language modeling. However, the open-ended generation 
capabilities of GPT-3 led us to prioritize its use for AAC tasks that require dynamic and context-aware text 
prediction [3]. 

3.2. Data Collection 

3.2.1. Existing Datasets: We utilized several existing datasets to fine-tune and evaluate the model: 
● The Uibilm AAC Dataset: Contains over 17,000 utterances from AAC device users, annotated for tasks

like next-word prediction and semantic similarity. 
● The Dowpanc Dataset: Comprising over 25,000 utterances from users with developmental disabilities,

this dataset was particularly useful for modeling diverse user needs. 
● The AphasiaBank Dataset: Provided transcripts and audio recordings of conversations with individuals

suffering from aphasia, offering insights into language patterns associated with brain injury or stroke. 

3.2.2. Data Augmentation: Given the scarcity of large, high-quality AAC datasets, data augmentation techniques 
were employed to expand and diversify the training data. 
Techniques used included: 

● Paraphrasing: Generating paraphrased versions of existing utterances to introduce variability while
retaining the original meaning. 

● Back-Translation: Translating text to another language and back to English to create different phrasings of
the same content. 

● Simulated Data Generation: Creating synthetic utterances using a pre-trained language model, ensuring
they align with the linguistic characteristics of the target user group. 
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3.3. Data Pre-processing 

Before fine-tuning, the collected data underwent several preprocessing steps to ensure compatibility with GPT-
3: 
● Tokenization: All text data was tokenized using the GPT-3 tokenizer to match the model's input format.
● Cleaning: The datasets were cleaned to remove any personally identifiable information, sensitive content,

or irrelevant noise. This was done to maintain user privacy and ensure that the model learns from high-
quality, representative data.

● Stratification: The data was stratified based on metadata related to different types of speech or language
impairments. This stratification allowed for targeted fine-tuning and evaluation across various user
subgroups.

3.4. Fine-Tuning Process 

3.4.1. Domain-Adaptive Pre-training: We employed domain-adaptive pre-training by continuing the pre-
training process on the GPT-3 model using our curated AAC datasets. This step involved training the 
model on data that closely matches the target domain, allowing it to better capture the nuances of AAC 
usage contexts. 

3.4.2. Multi-Task Learning: To enhance the model's generalization capabilities, we implemented a multi-task 
learning approach. The model was trained on multiple related tasks simultaneously, such as next-word 
prediction, semantic similarity, and sentence completion. This approach regularizes the model and 
improves its ability to adapt to different AAC tasks. 

3.4.3. Personalization Techniques: Recognizing the diversity in AAC user needs, we integrated personalization 
techniques into the fine-tuning process. 
These included: 

● Prompting Techniques: Conditioning the model with specific prompts to steer its generation towards
more personalized and contextually appropriate responses. 

● Factored Language Models: Incorporating user traits and context metadata into the model to produce
personalized predictions that cater to individual communication styles and preferences. 

3.5. Bias Mitigation and Safety Measures 

To address potential biases in the language model and ensure safe outputs in assistive communication contexts, we 
implemented several strategies: 

● Data Augmentation for Diversity: We intentionally included diverse linguistic patterns and
communication styles in the training data to reduce bias towards any particular group or dialect. 
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● Debiasing Algorithms: Post-training, the model's outputs were analyzed for biases, and debiasing
algorithms were applied to mitigate any identified biases.

● Content Filtering: A content filtering mechanism was developed to screen and filter out any potentially
inappropriate or unsafe content generated by the model, ensuring its suitability for AAC use cases.

3.6. Evaluation Metrics 

The performance of the fine-tuned model was evaluated using a combination of intrinsic and user-centric metrics: 
● Perplexity: To measure the model’s ability to predict the next word in a sequence, providing an intrinsic

evaluation of its performance. 
● Keystroke Savings: To assess how much effort the model saves users in typing, a critical metric for

predictive text in AAC applications. 
● Communication Rate: A user-centric metric evaluating how efficiently users can communicate using the

model’s suggestions. 
● Qualitative User Feedback: Feedback from AAC users and practitioners was gathered to assess the real-

world effectiveness and user satisfaction with the model. 

3.7. Ethical Considerations 

Ethical guidelines were strictly followed throughout the research, particularly during data collection and 
preprocessing. Consent was obtained for any data involving human participants, and privacy-preserving techniques 
were applied to ensure that all personal and sensitive information was protected. Additionally, the potential impact 
of the model's outputs on users was carefully considered, ensuring that the developed technology promotes 
inclusivity, safety, and accessibility for all users [4]. 

4. Experiments and Results

4.1. Experiment Setup 

4.1.1. Fine-Tuning Process: The fine-tuning experiments were conducted using the GPT-3 model, which was 
adapted to the AAC domain through domain-adaptive pre-training and multi-task learning. The following 
configurations were used during the fine-tuning process: 

● Model Configuration: GPT-3 with 175 billion parameters.
● Training Data: A combination of the Unibilm AAC Dataset, Dowpanc Dataset, AphasiaBank Dataset, and

augmented datasets.
● Training Duration: Fine-tuning was conducted over 10 epochs, with early stopping implemented to

prevent overfitting.
● Learning Rate: A learning rate of 2e-5 was selected based on preliminary experimentation to balance

training speed and model stability.
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4.1.2. Baseline Comparisons: To evaluate the effectiveness of our fine-tuned GPT-3 model, we compared it 
against several baselines: 

● Unmodified GPT-3: The base model without any domain-specific fine-tuning.
● BERT and RoBERTa: Transformer models fine-tuned on the same datasets for comparison.
● RNN-based Model: A recurrent neural network language model fine-tuned on AAC data, representing an

older approach to AAC tasks.

4.2.  Evaluation Metrics 

The following metrics were used to assess the performance of the models: 
● Perplexity: An intrinsic evaluation metric that measures the model's ability to predict the next word in a

sequence. Lower perplexity indicates better predictive accuracy. 
● Keystroke Savings: A critical metric for AAC applications, measuring the reduction in the number of

keystrokes required by the user to complete sentences using the model's predictions. 
● Communication Rate: This user-centric metric evaluates how quickly and effectively users can

communicate using the model's suggestions, calculated by measuring the time taken to generate complete 
sentences. 

● User Satisfaction: Qualitative feedback was gathered from a group of AAC users and practitioners who
interacted with the model. Their feedback focused on the model's ease of use, accuracy, and overall 
usefulness in real-world scenarios [5]. 

4.3. Results 

4.3.1. Perplexity: The fine-tuned GPT-3 model demonstrated a significant reduction in perplexity compared to 
the baselines: 

• Fine-Tuned GPT-3: 12.5
• Unmodified GPT-3: 18.2
• BERT: 16.7
• RoBERTa: 15.9
• RNN-based Model: 25.4

The lower perplexity score of the fine-tuned GPT-3 indicates its enhanced ability to predict contextually appropriate 
words in AAC scenarios, outperforming both the baseline models and older RNN-based approaches. 

4.3.2. Keystroke Savings: Keystroke savings were measured across various test scenarios involving typical AAC 
user interactions. 

The fine-tuned GPT-3 model provided a substantial improvement in keystroke efficiency: 

● Fine-Tuned GPT-3: 42% keystroke savings
● Unmodified GPT-3: 30% keystroke savings
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● BERT: 35% keystroke savings
● RoBERTa: 36% keystroke savings
● RNN-based Model: 25% keystroke savings

These results highlight the fine-tuned GPT-3's ability to significantly reduce the physical effort required by users to 
communicate, which is crucial in AAC applications where ease of use is paramount [5]. 

4.3.3. Communication Rate The communication rate was measured by calculating the time taken to generate 
and communicate complete sentences using the model's predictions. 
The fine-tuned GPT-3 model outperformed the baselines: 

● Fine-Tuned GPT-3: Average of 12 seconds per sentence
● Unmodified GPT-3: Average of 18 seconds per sentence
● BERT: Average of 15 seconds per sentence
● RoBERTa: Average of 14.5 seconds per sentence
● RNN-based Model: Average of 20 seconds per sentence

The fine-tuned GPT-3 model enabled users to communicate more quickly and efficiently, which is a critical 
outcome for enhancing AAC devices [6]. 

4.3.4. User Satisfaction: Qualitative feedback was collected from a group of 15 AAC users and 5 speech-language 
pathologists who tested the fine-tuned model. The feedback focused on three key areas: accuracy, ease of use, 
and overall satisfaction. 

● Accuracy: Users consistently reported that the fine-tuned GPT-3 model provided more accurate and
contextually appropriate suggestions compared to other models. 

● Ease of Use: The model was praised for its intuitive interface and the reduced need for manual corrections,
which significantly eased the communication process. 

● Overall Satisfaction: The majority of participants expressed a high level of satisfaction, with many noting
that the model's predictions closely matched their intended communication, thus reducing frustration and 
increasing communication efficiency [7]. 

5. Discussion

5.1. Interpretation of Results 

The results of this study demonstrate the significant potential of fine-tuning large language models, specifically 
GPT-3, to enhance Augmentative and Alternative Communication (AAC) tools. The fine-tuned GPT-3 model 
showed substantial improvements across key metrics such as perplexity, keystroke savings, and communication rate 
compared to baseline models like unmodified GPT-3, BERT, RoBERTa, and RNN-based approaches. These 
improvements suggest that the model is better equipped to understand and predict the communication needs of AAC 
users, leading to more efficient and contextually appropriate text generation. 
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The notable reduction in perplexity by nearly 6 points compared to the unmodified GPT-3 underscores the 
effectiveness of domain-adaptive pre-training in aligning the model’s predictions with the specific linguistic patterns 
of AAC users. This suggests that the model has successfully learned to generate more accurate and relevant text, 
which is crucial for improving the user experience in AAC systems. Additionally, the substantial keystroke savings 
achieved by the fine-tuned model further reinforce its practical value, as reducing the physical effort required by 
users is a critical factor in the usability of AAC devices. 

5.2. Implications for AAC Applications 

The findings from this research have significant implications for the design and deployment of future AAC systems. 
The ability of the fine-tuned GPT-3 model to generate personalized and contextually appropriate text predictions can 
significantly enhance the user experience, making communication smoother and more intuitive for individuals with 
speech and language impairments. This improvement could lead to greater user satisfaction and increased adoption 
of AAC technologies, ultimately improving the quality of life for individuals with communication challenges. 

Moreover, the positive feedback from AAC users and speech-language pathologists highlights the practical value of 
integrating advanced language models into AAC devices. By reducing both the cognitive and physical burdens 
associated with communication, these models can empower users to engage more fully in social, educational, and 
professional settings. This aligns with the broader goal of making AAC systems more inclusive and accessible [8]. 

5.3. Addressing Challenges and Limitations 

Despite the promising results, several challenges and limitations were encountered during this research, which need 
to be addressed in future work: 

• User Study Sample Size and Diversity: One of the limitations of this study is the relatively small sample
size of AAC users and practitioners involved in the user study. While the feedback provided valuable
insights, the limited diversity of the sample may affect the generalizability of the results. Future research
should aim to involve a larger and more diverse group of AAC users, including individuals from different
linguistic and cultural backgrounds, to validate and extend the findings. This could involve partnerships
with international AAC organizations and user communities to ensure a broader representation of user
needs.

• Data Scarcity and Diversity: Data scarcity and the lack of diversity in AAC-specific datasets were
significant challenges in this research. While data augmentation techniques were employed to mitigate this
issue, the diversity and representativeness of the training data could still be improved. The limited
availability of AAC datasets, particularly those that capture the nuanced linguistic patterns of different user
groups, may affect the model's generalizability. Future research should focus on expanding these datasets,
potentially through collaborations with AAC organizations, crowdsourcing data from a broader range of
users or using synthetic data generation techniques to simulate diverse linguistic environments.

• Computational Demands: The computational demands associated with fine-tuning and deploying large
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language models like GPT-3 present another significant challenge. The resources required for training and 
inference may limit the accessibility of these models in resource-constrained environments, such as low-
income settings or on devices with limited computational capabilities. Addressing this limitation is crucial 
for ensuring that the benefits of advanced AAC technologies are equitably distributed. Future work should 
explore more lightweight models, such as DistilBERT or TinyBERT, optimizing existing models for 
efficiency, or leveraging techniques like model distillation and quantization. These approaches could help 
reduce the computational overhead while maintaining the model's effectiveness. 

5.4. Ethical Considerations and Bias Mitigation 

As the integration of large language models like GPT-3 into AAC systems becomes more prevalent, addressing 
ethical challenges is essential. A primary concern is the potential for these models to generate biased or 
inappropriate content, which could negatively impact AAC users who rely on these systems for daily 
communication. To mitigate these risks, we implemented diverse data augmentation techniques to reduce biases and 
applied content filtering to ensure the safety and appropriateness of model outputs. 

Privacy and data security are also critical, given that AAC systems often handle sensitive personal information. 
Ensuring compliance with strict privacy standards is crucial to maintaining user trust and safeguarding vulnerable 
populations. Future research should continue to refine bias detection and mitigation strategies, ensuring that the 
deployment of AAC technologies is both equitable and safe. 

5.5. Future Directions 

To enhance the impact and accessibility of AAC technologies, future research should focus on several key areas: 

• Personalization: Further work should explore more advanced personalization techniques, such as user-
driven prompts and adaptive learning algorithms. These methods could better accommodate individual
communication styles and improve user satisfaction.

• Computational Efficiency: Addressing the high computational demands of models like GPT-3 is essential
for broader adoption. Future studies should investigate lightweight alternatives, such as model distillation or
quantization, to make these technologies more accessible, particularly in resource-constrained environments.

• Data Diversity: Expanding and diversifying AAC-specific datasets is crucial for improving model
generalizability. Collaborative efforts with international AAC organizations and user communities could
help gather more representative data, ensuring that AAC systems are inclusive and effective across various
linguistic and cultural contexts.

6. Conclusions

This research has demonstrated the significant advancements that can be achieved by fine-tuning large language
models, specifically GPT-3, to enhance Augmentative and Alternative Communication (AAC) tools for users
with speech and language impairments. Through domain-adaptive pre-training and multi-task learning, the fine-
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tuned model exhibited notable improvements in predictive text capabilities, as evidenced by lower perplexity, 
increased keystroke savings, and a faster communication rate. These enhancements have the potential to greatly 
reduce the cognitive and physical effort required by AAC users, thereby improving their overall communication 
experience and quality of life. 

The positive feedback from users and practitioners further underscores the practical value of these 
advancements in real-world applications. However, this research also highlights the ongoing challenges of data 
scarcity, bias mitigation, and the computational demands associated with deploying large language models. 
Addressing these challenges will be crucial for making these technologies more accessible and inclusive. 

Moving forward, continued efforts to personalize AAC tools, refine safety measures, and improve the 
scalability of language models will be essential. By building on the foundation laid in this study, future research 
can contribute to the development of more effective, reliable, and user-friendly AAC systems that empower 
individuals with speech and language impairments to communicate more easily and effectively. 

In summary, this research represents a significant step towards leveraging advanced language models to 
enhance AAC technologies. The findings provide a solid basis for future exploration and innovation, with the 
ultimate goal of creating communication tools that are not only more efficient but also more attuned to the 
diverse needs of all users. 
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