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Abstract
Detection of knowledge patterns in clinical data through data mining. Data mining algorithms can be trained from past examples in clinical data and model the frequent non-linear relationships between the independent and dependent variables. The consequential model represents formal knowledge, which can often make available a good analytic judgment. Classification is the generally used technique in medical data mining. This paper presents results comparison of five supervised data mining algorithms. We evaluate the performance for C4.5, SVM, k-NN, Naïve Bayes and Apriori then Comparison a performance of data mining algorithms based on accuracy. The study describes algorithmic discussion of the dataset for the disease acquired from on line repository of large datasets.
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I. INTRODUCTION

Diabetes mellitus, or simply diabetes, is a set of related diseases in which the body cannot regulate the amount of sugar in the blood. It is a group of metabolic diseases in which a person has high blood sugar, either because the body does not produce enough insulin, or because cells do not respond to the insulin that is produced. This high blood sugar produces the classical symptoms of polyuria, polydipsia and polyphagia. There are three main types of diabetes mellitus. Type 1 DM results from the body’s failure to produce insulin, and presently requires the person to inject insulin or wear an insulin pump. This form was previously referred to as "insulin-dependent diabetes mellitus" or "juvenile diabetes". Type 2 DM results from insulin resistance, a condition in which cells fail to use insulin properly, sometimes combined with an absolute insulin deficiency. The third main form, gestational diabetes occurs when pregnant women without a previous diagnosis of diabetes develop a high blood glucose level. It may precede development of type 2 DM. As of 2000 it was estimated that 171 million people globally suffered from diabetes or 2.8% of the population. Data Mining refers to extracting or mining knowledge from large amounts of data. The aim of data mining is to make sense of large amounts of mostly unsupervised data, in some domain. Classification maps data into predefined groups. It is often referred to as supervised learning as the classes are determined prior to examining the data. Classification Algorithms usually require that the classes be defined based on the data attribute values [1], [2], [5].
II. DATA ANALYSIS

The most important methodology used for this paper throughout the analysis of journals and publications in the field of medicine. The explore focused on more recent publications. The data study consists of diabetes dataset. It includes name of the attribute as well as the explanation of the attributes. Indian Council of Medical Research–Indian Diabetes study has provides data from three states and one Union Territory, representing nearly 18.1 percent of the nation’s population.

The occurrences of pre-diabetes (impair fasting glucose or impair glucose to tolerance was 8.3 percent, 12.8 percent, 8.1 percent, 14.6 percent correspondingly. Nineteen years to the lead of that deadline, India has 62.4 million, and further 77.2 million in the pre-diabetes period. According to the diabetes atlas of 2009, there were 50.8 million people with diabetes in India [4].

Table 1 Increasing occurrence of Diabetes: India

<table>
<thead>
<tr>
<th>Year’s</th>
<th>No. of People effected (In Millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>124.7</td>
</tr>
<tr>
<td>2000</td>
<td>153.9</td>
</tr>
<tr>
<td>2025</td>
<td>299.1</td>
</tr>
</tbody>
</table>

The chart express the increase prevalence of diabetes in India, approximation in 2025, there were 299.1 millions of people effect in diabetes. The occurrence of diabetes in Tamilnadu was 10.4 percent, in Maharashtra it was 8.4 percent, in Jharkhand 5.3 percent, and in terms of percentage, highest in Chandigarh at 13.6 percent. [3]

III. ALGORITHMS USED

1. C4.5 Algorithm:
   Decision trees are controlling categorization algorithms. Accepted decision tree algorithms consist of C4.5. At the equivalent time as the name imply, this performance recursively separate inspection in branches to build tree for the purpose of improving the calculation accuracy. Systems that construct classifiers are one of the commonly used tools in data mining. Such systems take as input a collection of cases, each belong-ing to one of a small number of classes and described by its values for a fixed set of attributes, and output a classifier that can accurately predict the class to which a new case belongs. C4.5 generates classifiers expressed as decision trees, but it can also construct classifiers in more comprehensible rule set form [2].

2. The K-Nearest Neighbour Algorithm:
   The k-nearest neigh-bour’s algorithm is a technique for classifying objects based on the next training data in the feature space. It is among simplest of all mechanism learning algorithms. The algorithm operates on a set of d-dimensional vectors, \( D = \{ x_i \mid i = 1 \ldots N \} \), where \( x_i \in k^d \) denotes the i th data point. The algorithm is ini-tialized by selection k points in \( k^d \) as the initial k cluster repre-sentatives or “centroids”. Techniques for select these primary seeds include sampling at random from the dataset, setting them as the solution of clustering a small subset of the data or perturbing the global mean of the data k times. Then the algorithm iterates between two steps till junction:
   - Step 1: Data Assignment each data point is assign to its adjoin-ing centroid, with ties broken arbitrarily. This results in a par-titioning of the data.
   - Step 2: Relocation of “means”. Each group representative is relocating to the center (mean) of all data points assign to it. If the data points come with a possibility measure (Weights), then the relocation is to the expectations (weighted mean) of the data partitions [10].
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3. Naive Bayes Algorithm:

Naive Bayes Classifier is a term dealing with simple probabilistic classifier based on applying Bayes Theorem with strong independence assumptions. It assumes that the presence or absence of particular feature of a class is unrelated to the presence or absence of any other feature [10].

The Naive Bayes algorithm is based on conditional probabilities. It uses Bayes’ theorem, a formula that calculates a probability by counting the frequency of values and combinations of values in the historical data. Bayes' Theorem finds the probability of an event occurring given the probability of another event that has already occurred. If B represents the dependent event and A represents the prior event, Bayes' theorem can be stated as follows.

$$\text{Prob (B given A)} = \frac{\text{Prob (A and B)}}{\text{Prob (A)}}$$

To calculate the probability of B given A, the algorithm counts the number of cases where A and B occur together and divides it by the number of cases where A occurs alone [7].

4. Support Vector Machines (Svm):

Support vector machines are a moderately new-fangled type of learning algorithm, originally introduced. Naturally, SVM aim at pointed for the hyper plane that most excellent separates the classes of data. SVMs have confirmed the capability not only to accurately separate entities into correct classes, but also to identify instance whose establish classification is not supported by data. Although SVM are comparatively insensitive define distribution of training examples of each class.

SVM can be simply extended to perform numerical calculations. Two such extension, the first is to extend SVM to execute regression analysis, where the goal is to produce a linear function that can fairly accurate that target function. An extra extension is to learn to rank elements rather than producing a classification for individual elements. Ranking can be reduced to comparing pairs of instance and producing a +1 estimate if the pair is in the correct ranking order in addition to −1 otherwise [6].

5. The Apriori Algorithm:

One of the most popular data mining approaches is to find frequent itemsets from a transaction dataset and derive association rules. Finding frequent itemsets (itemsets with frequency larger than or equal to a user specified minimum sup-port) is not trivial because of its combinatorial explosion. Once frequent itemsets are obtained, it is straightforward to generate association rules with confidence larger than or equal to a user specified minimum confidence. Apriori is a seminal algorithm for finding frequent itemsets using candi-date generation. It is characterized as a level-wise complete search algorithm using anti-monotonicity of itemsets, “if an itemset is not frequent, any of its superset is never frequent”. By convention, Apriori assumes that items within a transac-tion or itemset are sorted in lexicographic order. Let the set of frequent itemsets of size k be $F_k$ and their candidates be $C_k$. Apriori first scans the database and searches for frequent itemsets of size 1 by accumulating the count for each item and collecting those that satisfy the minimum support requirement [11].
IV. RESEARCH FINDINGS

1. DATASOURCE:

Table 2. Attributes of diabetes dataset

<table>
<thead>
<tr>
<th>NO</th>
<th>NAME</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pregnancy</td>
<td>Number of times pregnant</td>
</tr>
<tr>
<td>2</td>
<td>Plasma</td>
<td>Plasma glucose concentration a 2 hours in an oral glucose tolerance test</td>
</tr>
<tr>
<td>3</td>
<td>Pres</td>
<td>Diastolic blood pressure (mm Hg)</td>
</tr>
<tr>
<td>4</td>
<td>Skin</td>
<td>Triceps skin fold thickness (mm)</td>
</tr>
<tr>
<td>5</td>
<td>Insulin</td>
<td>2-Hour serum insulin (mu U/ml)</td>
</tr>
<tr>
<td>6</td>
<td>Mass</td>
<td>Body mass index (weight in kg/(height in m)^2)</td>
</tr>
<tr>
<td>7</td>
<td>Pedi</td>
<td>Diabetes pedigree function</td>
</tr>
<tr>
<td>8</td>
<td>Age</td>
<td>Age (years)</td>
</tr>
<tr>
<td>9</td>
<td>Class</td>
<td>Class variable (0 or 1)</td>
</tr>
</tbody>
</table>

2. PERFORMANCE OF ANALYSING ALGORITHM

Table 2. Performance of Analysing Algorithm

<table>
<thead>
<tr>
<th>Algorithm used</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5</td>
<td>86</td>
</tr>
<tr>
<td>SVM</td>
<td>74.8</td>
</tr>
<tr>
<td>KNN</td>
<td>78</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>75</td>
</tr>
<tr>
<td>Apriori</td>
<td>75</td>
</tr>
</tbody>
</table>

From Table 2 [12],[13], it is been proved that C4.5 provides an accurate result when compared to other classification techniques SVM, KNN, Naïve Bayes, Apriori.
V. CONCLUSION

There are different data mining classification techniques can be used for the identification and prevention of diabetes disease among patients. This paper describes some classification techniques in data mining to predict diabetes disease in patients. Namely: C4.5, SVM, K-NN, Naive Bayes, and Apriori. These techniques are compared by disease among patients using five classification algorithms accuracy. Then one has highest accuracy above 85%. The C4.5 algorithm best among fives. They are used in various healthcare units all over the world. In future to improve the performance of these classification.
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